is

Cassini star tracking and identification algorithms, scene
simulation, and testing

James W. Alexander and Daniel 11. Chang
Jet Propulsion Laboratory, California Institute of Technology
4800 QakGrove Drive,Pasadena, California 91109

ABSTRACT

The Cassini spacecraflusesa ~:~11-based siar tracker, the Stellar Reference Unit (SR U), for attitude
identification in the Attitude and ArticulationContyol Subsystem (A ACS). Softare to process SRU data resides
in the Flight Computer (A F'C)and is in{egraicd with all other A A CS junctions. The Cassini mission will use
autonomous star identification for initial attitude delerminalion, and a star {racking funciion for maintaining
atlitude, both performed by processing pizel data produced by the SRU and senl to the AFC via a dmainterface.
B ccause of th e complexity of the Starll) software, special softwa stmulation tools were created to simulate the
SR U oulput as a funclion of commands, 5P cecrafl allitude, and star scene, @nd allow the introduction of fault

condilions.

This paper gives the overview of the algorithm design, SRU simulation, and a description of the simulation {cst
resulls and comparison with the field test resulls oblained using the enginecering " vodel SK U.

2 INTROIHYUCTION

An overview 011 the Cassinimission, design considerations for the SRU hardware and algorithins are given in
refcitecassiparch. Additional details 011 the SRU hardware are given in refcitecassinisru. For convenience, the
basic. SRU characteristics arc suinmarized inTable1.

The implementation of Cassinistar tracking and identification functions (collectively referred to as StarlD)) were
bascd o1 the necd to support along (12 year) mission, hardware resources, mission requirements, aud previous
J I'1, experience. Toa large extent,the star identification algorithins were based 011 ground software generated
to support the Astro 1 Shuttle based mission ( Decemnber 2-11, 1990). Most of tile initial algorithin development
was in(, and tested in field tests using a J]'], breadboard camera modified to functionally resemble the SRU,
and finally the ¥ ngineering M 1odel SRU, which for these purposes is essenti g)ly iden tical to the flight units. The
final Starl D functions are implemented using the Ada language within a centralized 1750 16 bit computer. To
support all AACS functions, the AFC has one megabyte of memory andruns a about 1.2 mips, of which the
StarlD function was allocated 128 kilobytes for pixel buffer storage, 50kilobytes for star catalog storage, and
uses about 3000” lines of code. A description of key elements of the algorithms, andsome of the algorithm tests
are given.
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Because of the difficulty inscheduling field tests, andthe resulting limnitations of “real-sky” testing, a SRU
sitnulation of some kind was clearly 1 ecde d. Since a full opt ical calibration and optical testing was performed by
thie supplicr, Officine Galileo of Plorence, Haly, it, was decided that a digital simulation rather tha n an optical
sitnulation would be the better approach, hot h in terms of fault and functional test ing, and being able to
duplicate the simulation in multiple test beds where high fiderity tiining was not needed. Tl 1+ digital only
approach pod separate problems, namely how to test the final flight syst em without special test hooks, and
how to verify that the simulation was reasonably close what would be obtained with reel hardware, including,
scene and timing eflects. Thus resulted the inage Emulation Unit (11U) and the companion scene siinulation
software (11 Uso ft ware); this combination would allow the replacement of real CCD generated pixeldata witn
pixel data fromn a scene simnulated in real-time. A sp ecial test port in the SRU (IBU port) allows the scene data
to be placed into the SRU pixel data stream without test code in the flight algorithms, and clocked into the
A¥C exactly thesame as if obtained from the CCD. Since the scene is synthetic the parameters can be varied to
match the expected flight paraineters, or to chiange parameters e.g., dark current, CTE, opties, or focal length,
for fault testing. This approachalso will allow postlaunchtesting andinodeling of aging eflectsnot available
with strictty hardware models.

Verification of the generated scene was done by a combination of theoretical considerations and comparison to
field test data. A description of the 115U sortware and comparisonthe SRU hardware is givenin the second part
of this paper.

2.1 Basic SRU Character isticsThe Cassini SRU has no shutter or shiclded frame transfer area, but makes
use of the CCI) analog on-chip sumination modes to reduce the number of data pixels processed and to speed
up the acquisition process. This also allow hicrarchical acquisition of the scene withinthe SRUFOV. The SRU
has a relatively wide FOV, the effective focal length varies with field position from 45.71in to 43.6mnmn at the
edge of the'OV, as shown; note that the focal lengthinodel for each axis varies separately.

Table 1. A summary of thc key SRU characteristics.

Function Definition
oV 15.6° x 15.6°
Uy T . Mean SRU focal length versus rudial distatice f tet of the FOV
CCD Format 1024 x 1024 lorall2pm pitch o v vadial e oy o
Wy I . ar 3820 . . . - p—
CCD Temp Operating temperature - 35C -1 5 degrees h-axis ?{&; -
. - L T, . . 3800 Y-ar1§ - - - -
CCD Operation | Anti-bloom ing in Partially Inverted m ode, MMP e
mode g
L. . . . . I 360 .
Special On CCD analog summation, allowing 1, 2, and 4 g |
Functions pixelsto be summed horizontally, 1,2,4,8,16 pixels :§ 920 |
to besummed Vert|Ca”y § 3700 | The mdmlfuc.’f\lknglh gives focal length conlri;»uéionz
W 3 3 as a functon of radial scparation (pirels) from (512 4121}
Focal Len p't]l 45,7 mm (I“ ta“) 3680 If{ll,‘:‘)‘iiﬂaISFZ(ULX:IEZNIJKI;ICHI, an:‘l rachus R“dcﬁncd by
Fxposure controllable, Ims to 65535 ms, 400111s typical 3 age0 | KT (B9 (- S12 ten \]
. o . & anAlfa = (b - $12)/6,(R) and tanReta = (v - S12)/6,(R
Dynamic Range | ( Software controlled)-2mag to 6,75 for stir identi- L 512 )/f,(R) and tanBeta = (v - S12)/6,(R) \
ﬁ(:ation, 0 10 6.2 mag track 3620 The nonl—r.xémllcrlms are sh(lvwn in lhcllul ) o, .
: . . 0 I 00 200 300 400 500 600 700
Readout 1to 5 track windows, each window specified Measurenent distance R frotn pixel (512, 512)
separately
A/D 12 bit




3 StarlD)

The StarlD) function has severar modes. These are summarized in Table 2.
Ta ble 2. Starll) Mode Summary

Track Traditional star tracking mo de; use 5 track windows to track 2 to 5 stars
(attempts b stars per frame), track windows typically Sinradxbmrad at
lowS/Crates. Makes repeated measurements of the same stars, and
uses AT'lS attitude and rate information for window placement and star
verification

Mini-Reacquisition Intermediate stage; matches stars foundinenlarged track windows (2 x2
degrees) against stars expected to beinFOV. Allows rcc.every {romup
to one degree attitude errors. Matching based on star angles | magnitude

Attitude Reacquisition Collects star spot information using large readout areas, andinatches
to the star catalog. Assuines attitude error is less than 5 to 10 degrees

offset from predicted boresight attitude, less than 90 degrees twist about
boresight error

Attitude Initialization This is the full “star identification” function. Collects spot mecasure-
ments and inatches against on-board star catalog. Uses both the posi-
tion of the sun relative tothe S/C to restrict the catalog search space,
and provide coarse oricnlation information. CP’U speed and memory
lirnitatious are overcome by use of sun constraint.

Telemetry Collects spotinformation and computes centroids as in the attitude
initialization function, but does not compute an attitude

4  STAR ACQUISITION ANI) IDENTIFICATION

The star identification process includes Spot Acquisition, (spots are SRU measurements, not necessarily
identified, or even stars), sctup of the catalog and mecasurement tables, matching a subset of thespots to stars
within the catalog, andcomputing an attitude quaternion. Much of theimplenentation is desigued specifically
to meet Cassinimission scenarios and constraints, including those imposed by the AFC comnputer architecture.
Since attitude can be maintained using a priori attit ude knowledge, the driving factors arc not extremely quick
identification since this is rarely necded (minutes are allowed for Al, rather than seconds), but the necessity to
avoid afalse attitude identification, and the requircmnent to fit within the avail able A¥Cnemory resources (€. g,
ALC memory litnitations prevented storing star- distance pairs or triangles, so restricting the set of stars to be
processed in the matching is of great iinportauce). On Cassini, there arc two forms star jdentification.

e Attitude Initialization. I'he sun vector , S 4, is known iy space craft coordinates from sensor
measurenients to about three degrees, and S o000, in J2000 coordinates. Yromthis, the cosine between the
SRU boresight ( +X) axis and Sk 4 is known, so the star catalog search canbelitnitedto a band of
stars of width (fov size - 6) degrees width (21 degrees), with the inidcirele of the ba nd formning the samne

cosine with Sy2000-

o Reacquisition. The attitude of the spacecraft is litnited to relatively small errors - no more than 10
degrecs error inthe SRU boresight vector (30 degrees will be allowed in the final version to support a
specific fault protection scenario), and no more tha n 90 degrees errorin twist about the boresight. The
stars for matching are contai nedin a disk centered about the best guess (but wrong) att itude. The typical




case Will require 50to 10[) catalogstarsinthestarimatel set.

Fither of these constraints limits the number of stars that arc simultancous within the on-hoard catalog and
potentially lying ina feasible FOV to be no more than about 650, rather than 3500 to 4000. The twist
constraint, while not fundamental to the general reliability of the algorithin, is always avail able and aiiows somne
potential pairs to he thrown out early (,o speed up the process, and prevents “flipped < identification cases where

the measurement accuracy may be poor.

Thckey steps follow.

41 Spot Acquisition. The first step is to gather a set of spots. There are several variants, but each includes
taking a nuinber of SRU frammes where the immages are collected using commanded summination modes, and then
scanning through the pixel data to create a list of spots. The final ineasurement accuracy is chosen to aid in the
matching process. In Al, which occurs just after launch, or under certain fault conditions, the attitude
uncertainty is large, and likewise the numberof stars that arc includedin the star match set, but the relat ive
attitude of the spacccraft canbe well controlled. Becausethe attitude is very stalle, the accuracy of the spot
measurements is made the high, whichinturn is used to keep the processing time acceptable by placing tighter
constraints on separation matches. in Reacquisition, where owledge of the attitude is bet ter, coarser
measureinents give enough accuracy without requiring attitude to be controlled.

The FOV is partitioned SRUJ parameters as used for spotacquisition

mto multiple large, overlapping subregi ons T'ypical parameters for Attitude Initialization

(typically 3 to 9 strips). Fach strip is commnanded Strip Sum mode | 2 X 4V

. . . . i 7 1Cn o ,
with a fixed exposure time, (1 second for Al), using Al sirips typically 3 to9 used to cover FOV
S . _ . Al “'I'rack One window/spot found in strips. Suin
a single summation mode. Double buffering is used ) .
Windows” modes 1h x 2v and 11 x lv

to shorten the acquisition cycle by processing the
pixels in one frame while the next frame is taken.
Fach of theimages is scanned for bright clusters

to create a magnitude/position list. Constraints

on the minirmum separation between measured
positions eliminates problems with extended sources,
duplicated measurements, or possibly hot pixel
areas.lI'or Al (which guarantees the spacecraft to be
more stable and have three degree sun knowledge),
the positions of the measured spots are used to

determine the placement of highresolution, sinaller

Fxposure timmes

Star scarch sct

Fixed 1 sec. exp osure used on strips.

Windows 50ms t o 15001us, computed

based on spots found in strip

Aprox 21 ° x 360°baud, 7500 sq. deg.

Typical parameters for Reacquisition

Strips
Sum modes
Exposure times

Star scarch set

l| 210 4 stripsused. “110 windows

2h x2v to 4l x 8v

5001[1s to 1000111s, dependssummode.
Disk centered about est. boresight, 25 to
357 diameter, {500 to 1000 degz), 65 °
for Saturn insertion support,

Track Windows. The the spot data mecasurements are much better than needed for the final identified

computation, which is only used to start the tracking process, but al00 to 200urad/star per axis total error (.4

to .8 pixels) relative to the ensemble as a whole allows tighter tolerances to be used in the spot to star matching

which in turn speeds up the processing enough to meet requirements. The spacecraft attitude estimate, based

o1 gyro, sun sensor, dynamics model, ete., is avail able and is optionally (controlled by a parameter) used to

corupensate for image to image attitude drift, The final spots can be collected using multiple windows within b
to 10 scconds, again double buffered. While the exact attitude is not valid, if theIRU are used, correcting the
spot measurements give the equivalent of a single frame of data spots taken at the satne time. Figure 2

illustrates the strips and window ing. In ficld tests with the engi neering nodel SRU 20 to 35 spots are typically




collected; approximately the samne number as whe n using the sce ne sitnulations as described later.

I'or Reacquisition, the spots measurciments from the strips are used for matching and the attitude corrections
arc 1m1ad ¢ hogween the frame. The accuracy for the corrected spots shou ld be roughly 500urad/star per axis/

using mrad 4 x 4 superpixels.
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4 .2 Measurement Processing and Star Search Space Organ ization

‘1’0 speedup processing , emphasis is ])1.aced onthe measurementset, since ainatching database of star
scparations is not available. A separationtable is create for the brightest (8 to 10) measurements andup to 45
pairs of measurements. The spot measurements are corrected for optical geometric distortion, assuming a mid
star color correction. For each mneasurer nent pair, the measureinent numbers, (smaller number first for
uniqueness), scparation, an attitude angle, and a set of non-ortliogonal mapping coeflicients to express the
constraint vectors in terms of the measurement vectors. Becausc the constraints are avail able in bothspacecraft
and celestial coordinates, the same set of mapping coeflicients is used on star J2000 vectors to check the
consistency of the star vectors with the measurement vectors for both constraints, and ultimately, orientation of

triangles. The iist is sorted by separation, allowing rapidlookup of whether a stars pair match some sp ot pair(s).

Once the measurement tables arc prepared, the star matching implementation takes a straight forward and
brute force app roach to matching, using the pre-computed measurement tables to minimize the c omputation.
Additionally, organization of the stars inthe star search space allows some other efficiencies. Here the
organization for the Alband of stars casc is described, with the reacquisition case somewhat simpler. Given the
attitude constraints described earlier, the sun J2000 vector aud an arbitrarily chosen perpendicular vector 13
paraineterize the search strip band. The baud divided into a group of 36 adjacent partitions regions’, each ten
degrees of clock angle wide, arid paramelerized by a clock angle measured from the 3 vector. The region nuinber
for ecach star is calculated and used to partially order tile set by region number - nofiner ordering is used,



The reglons are processed by starting at the first region, processing an regions that could contain stars for a 'OV
centered in that regio n, then stepping through the remaining regions. For each fixed set of regions, the stars arc
sequentially processed by incrementing a star counter refstar, and commpute the pairwise distances between the
star represent ed by refstar and the remaining (comnparison) stars within the regions, using the counter estar.
The sine of the pair-wise distance is computed, and comparedto the sorted measured spot set. Theset of all
pairs containing the first star, re fstar is then examnined for a set of stars that is consistent with boththe
measurements and the attitude constraints. For each star that matches refstar and a pair of measurements mpg
and m¢:, the ordered set {mpy, cstar, m¢} is saved, wheremy is the measurement identified with re fstar. Note
only one ordering, mp, MC or MCymp can be accepted due to the twist constraints without the constraints,
two triplets would be saved.. After processing a] the comparison stars, we have a list of the indices representing

star mumbers, and measuretent numnbers. The list is sorted, then clustered by reference star measurements.

o Star - Sorted Spot measurement association
Star - Raw Spot Measurement Association]) my, | estar me,
mpyg, | estary me, mp, | estar me,
mpy, | cstary me, mpg, | cslarg me,
my, | cstary me,
my, cstary, me,
N mp, | stary, me,

Inthe case that the number of matches is suflicient, the list of star inecasurement numbers to star catalog
numbers are clustered, by simply grouping the stars and measurcments that are consistent with the reference
star. Within each set, constraints are checked and clustered into subsets that give consistent attitude
quatermons. Finally, if a set of stars with at least 3 stars is found, the triple with the largest separation angleis
used tocompute the attitude transformation from SRU to J 2000,4.45. At this point, we have a computed a
guaternion from J2000 to the SRU frame basal onatriangle of stars that matclies atriangle of measurements
andncets the attitude cons trainits of the sun or other reference vector. At this point, the subset of stars nea
the SRU boresight consistent with this attitude arc compared to the full set of 25 to 35 spot measurements. At
this point, the problemn becomes a simple magnitude and separation check between the mecasureinents mapped
to J2000.and a small set of stars. The criterion for matching now is whether enough stars match the
measurernent spots under the mapping. The number of stars required for declaring a match is a flight
parameter. Typically five stars are required, 7 to 15 usually are matched. The attitude quaternions are
computed using a modified version fo the QUEST algorithin, where equal weighting of mecasurements is used to
reduce the storage andcoding,.

5 Iracking

The Star Tracking function takes more or less a traditional approach, with the possible exception of its
integration with oth - FSW clements and tight interaction with the attitude est imator as shown, rathier than on
a stand-alone computer. Star track ing maintains the space craft att itude by making repeated measurements of
known stars, by getting spacecraft attitude from AT'E, choosing track stars and SRU parameters, and
commanding the SRU for pixel data. The pixel data is processed, the star positions measured, verified, and the
star predicted and measurement positions are returned to the AT If stars are lost, StarlD) attemnpts to
autonomously recover by attempting star matching using the mini-reacquisition function, or enter Reacquisition
if the ATE attitude uncertainty becotnes large,
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Simplificd Track Interface Between Starll) and FSW

Inthe context of the F'SW, StarlD enters ‘I'rack after a commandtooTrack (such as after an Attitude
Initialization) or after a Reacquisition. and retains 110 information about the measurement of previous track

slars.

‘I’rack opcrates in pairs of frames, labeled as even or odd. T'he process is designed to be double buflered as with
the attitude initialization process, with one fraine comnmanded, while the other is being processed. ‘1'0 save
precious C1*U time, number of parameters are only computed or updated on the even fratnes. During the
“even” fraimne, the attitude constraints, star cache constraints, window configuration, and track stars are tested
and arc updated or deleted if necessary. Onthe odd franes, that, part of the processing is skipped except at
high rate, using the same window configuration, track stars, etc.

Whilein track, themajor data sets are the Loocal Star Caclie (I.SC) which contains all tile star-s inthe
neighborhood of theboresight, the Track Star List which contains the stars currently tracked,and two sets of
I'ramec Definition parameters, one for each of the even and odd framne, aud contains information about the frame
timing, attitude ,and counfiguration. The track windows can have arbitrary placeiment, and can even overlap. The
pixels from a commanded frame read sequentially into AFC memory. A set of simple “sorting” paramecters are
computed whenever the window configuration changes this presents no problem except for insuring that
whenever the window configuration changes, new parancters arc computed.which allow the unsorting (only the

window pixels are interspersed with pixels fromm another window).
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The centroiding assumes a locally constant backgroundin order to keep background subtraction simple and thus
is not optimized to remmove streak ing from iuterfering stars or proton events. Background subtraction removes
the signal that does not come from the star of interest during tile exposure period, eliminates most readout
sinear, the mean dark current rate, and light from other stars or extended sources. '1'he typical star spot against
the pixel background is shownin fig. (??), which also shows the size of the centroiding window within the track
window. The centroiding area is shown by the dashed box. The large track window area causes a slight
degradation in performance clue to longer readout times,but gives more timing marginin the placernent of
windows, and errors in the rate or position measurements from the estimator. The background DN are obtaiued
from the neighboring pixels by sumining the pixels outside the centroiding area, enclosed within the dark,
rectangular arca (arow or column away fromthe centroiding area).If' the centroid is not found at the estimated
location, the track window is scanned for the star. All the spots found are then compared for consistency with
cstitnate geometry. Shown to the right is a typical track frame, with the arrows pointing to the estimate. The
large error in the lower right window shows a inconsistent ecrror, so will be tossed as a valid measurernent.

The LSC reduces the number of calculations required to maintain the star tracking functions, by incorporating
proper motion and speed of light correction for apparent star position.It is also used for keeping alocal history

of which stars are successfully tracked.

When stars arc dropped, new stars arc required. however, as long as a set of track stars canbe used and
verified, thereis no neced for thereference attitude to be cllcc.keel, thel.SCupdated, the rate dependent track
paramcters checked or the track star list up dated.

6 optical Model and Coordinate frame

The (3 dimensional) SRU coordinate frame is defined by the unit vectors {1, @, b} which have the nominal
alignment to the Cassini Spacecraft as
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A two dimensional CCD coordinate frame (4, v), (where the centroid measurements are computed) is defined by
the colummns and rows of the CCD), and is such that the 2-D -} Iy axis is app roximately perpendicnlar to the SC
Y axis, and v to the S/CZ. The SRU boresight is perpendicular to the focal plane, and along the S/IC +X axis.

For a pin-hole focal system with focal length f, measureimnents (Az, Ay), mmeasured from the center of the FOV
are napped to the unit vector obtained by normalizing (Az /f, Ay/f, 1). The optical modelusedin the
algorithim and simulation image model computes the distort ion corrections as a position dependent focal length,
described below,

Several componcnts arc used to compute the eflective focal lengthal a centroid location. These are the
temperature of the optics barrel, the star color, and the optics distortion model.

The chiange of the centroid position due to the opti cal barrel temperature is modeled by a chauge in the
cflective focal length,Afoptremp- This focal length change is calculated based onthe raw temperature
measurcment DN, T'emp. Meas. DN, (approximately 31)N/degree), andis givenby equation (1) , with constants
Opt Temp.Base_ DN and Opt Temp_lo_della. F'l.

The star color focal lengthchange is talc.ulatcd asafunction of the eflective star temperature, 7, expressed in
degrees Kelvin. A color parameter, Co]]’ is storedwithinthecatalog, and is definedby 7. = Coil’ x 300.
Compensation is calculated as function of the second order polynomial shown below, using (2), with stored
cocflicients Cp and C,.

Afoptremp = (Temp-Meas DN - Opt-Temp. B ase. DN} x OptTemp.todelta F'l (1)
Afi(1:) = Cu[0}4CL[1]ClD 4 Ch20(ColP)* with A fu (1%) comnputed sitnilarly (2)

T'he opties temperature focal leng th correction is about 0.25 micron/degree C, so a b0 degree change causes a
centroid nnage to shift by approximately 0.027% , and the expected color effect is about 35prad shift at the edge
of the FOV between blue andred stars, a focal length shift of about 0.01 3% The optical distortion correction
terms that incorporate the optics temperature and star temperature focal length components are given by

] 1
R . . , and Mo(..)= - . : :
Afh(je) 4 A foptremp - Il e of-+) Afv(fe) + Afo]'i’l'emp + 1l

and is independeut from the spot positionin the YOV where fi), and fl, are database parameters. ¥rom the

]'O(' . ) z

raw centroid values z.and y,.

Xt a.- 512, Y : oye- 512, and K*: X?4 Y?
Ans Lo(.) 4 Lol 4 LoR? 4 LaR* 4 LaR! Bz (P4 PaY 4 PsX? 4 PoXY)
Ay = Mo(L. ) MyR4 MoRR? 4 MR 4 MR By = (Q1 1 QaX 4 QsY?+4 QoXY)

giving the linearized form tan(a) = Ay X - By and tan(B) = A, Y 4 B,




7 STAR CATALOG

The Cassinil A I'C stores a full sky coverage catalog, containing data for up to 4000 stars and contains position
vectors, color, instrument magnitude, and usability flags (suchasthe star has 110 similar neighbors within 0.5
degrees, or try this star first ) that helps order the stars for Starll) sclection in choosing stars for tracking. Stars
selected for the catalog are chosen asafunction of positioninthe sky, resulting in a catalog that has different
magnitude limits for diflerent parts of the sky. As part of thesclection process, it caube guaranteed that the
every 'OV would have suflicient coverage. The catalog storage is partitioned as declination bands of

stars,su b-partitioned in right ascension regions. The starting location of each region is used anindex for a star
lookup function which determines the regions required to cover the SRU FOV.

Iustrument inagnitude is approximately Magins = Magy - 0.59 faclorx(B—V)

where B and V are the BVU color terins for the star.

The full on-board storage simplifies mission operations by eliminating the need to upload stars only as they arc
required (a traditional J] 'I, approach).Only the stars that arein this catalog canbeidentified or selected for
track, lessing thelikelihood of tracking the wrong star. U'he catalog will containall stars down to about
magnitude b, and a selection of stars to about 6.5 Mj.

8 IMAGE EMULATION UNIT (1EU)

sl TYesting ApproachAsone of the most complex parts of the Cassini flight software, the Star]]) algorithms
require acomprehensive testing approach which serves its needs while working within the framework of al flight
software and subsystem integ ration act, ivities. Central to this is the Iimage Finulation Unit (IKU), a scene
simulation package supporting cach phase of Starl ) algorithin developruent and test. The 1MU is an “attitude
in, pixels out” simulation of the CassiniSRU, with several hardware andsoftware iinplementations. The
softwarc components are all implementedin ANSI C.

There arc. 4 distinet phases of U usage. These arc outlined below and illustrated in figures 1 and 2.

Unit Test The Star]]) algorithms arc prototypredin C on Unix workstations. The 11U supports this
configuration by running as several Unix server processes which collect, SRU comnmands from Starl) and return
pixel readouts via the Berkeley socket protocol. Spacceraft attitude/rate areself-gencratedin this phase, aud no

real-thine constraints are imposed.

As a side benefit,the c.licrlt/server protocolsimplemented for the Unit Test phase are duplicatedinthe
VxWorks-based host computer for all laboratory interfaces to SRU hardware (prototypes through Fngineering
Modelunit). This permits transparent testing of star]]) at JPIL’s Table Mountain Observatory facility, without
software modifications to the interfaces.

Flight Softwarc Development S ystem (1°S1)S) CassiniPlight Software (FSW) is writtenin Ada, and
the first Ada version of Starll) is tested along with all other FSW algorithins in the FSDS, which is a
non-real-time, software only spacecraft testbed.? The FSDS arch itecture is Unix based, aud communicates with
the ¥SW via Unix shared mnemory, using device models which closely imnatch hardware to obviate the need for
any spec ial P'SW device drivers. For FSDS testing, the 1'SW A da code is comnpiled o SunOS using Sun



Microsystein’s Ada developmient package. FSDSsimulates spaceeraft dynamics and al] sensors/actuators. The
I'SDS implementation of the 11U closely rescinbles the Unit Test version. Fssentially, the 'SDS replaces the
prototype Starll) code as the 115U’s ”client,” and implements FSDS-specific Pixel Output Unit (POUY and Pixel
Input Unit (P1U) mo dels to enforee timing with respect to simulation time.

Flight Softwarce TestBed (FST1) The Cassini Attitude- Control-Su bsystem Flight Computer (AFC) is a
custom built computer based onthe 1750 chip set, so its avail ability is limited. The FSTH is developed to fill
the gap betweenthe FSDS and the Integration Test Lab (1'117,). The FSTRB is a real-tiine, Vhll;-based spacccraft
testbed using a commercial 1750 single board computer (SBC)made by TASCO Inc. to host the 'SW and a
cotnbinationof 68040/60 SB(’s and Sun Sparcstation 20's for testhed software. The 680x0 SBC’s serve as the
testbed host, run VxWorks as the real time operating systern, and communicate with the FSW/TASCO SBC
using snared VM F mnemory. These permit a large degree of testbed code comnonality with the FSDS| a parallel
which is carried to the IE U. The IE Uilmplementation for FSTB is nearly identical to that for I'SDS, except for
running under the Solaris 2.5 operating system. Solaris 2.5’s real-timne features- priority scheduling and
memnory-locking (to prevent memnory swap-out)- are su flicient for the IKU to meet the real-time requirernents
nnposed here. The physical interface layer between the IEU and the host SBC is Fthernet, which is fast enough
with respect to both the Cassint AACS Bus and Pixel Bus to permit the use of the socket software interfaces

without modification.

Integration Test Lab (IT1.) The I'TL is where the entire Attitude Control Subsystem is integrated and
tested prior to spacceraft integration, using all relevant hardware intheloop. Thusthe IEU is an integral part
of the A(X S¥ (Support Equipment). Thells Uimplementationhere works cooperatively with the SRU to
permit fully functional closed-loop testing of the FSW ”on the bench.” A's shown in figure 2, the Cassini SRU s
desig ned with a test-port to accept pixel inputs from an external source instead of tile CCD A/D converter
oulput. CCD clocking signals are sent out from the test-]~ort, for synchronization. A custom interface board, the
“1BU-board”, is built with a VSB (VMY Subsystern Bus st andard) int erface on one side and SRU test- port
interface ontheother. The KU software runsonani860 array processor based SBC built by Sky Computers
Inc. Flight software cormmands are intercepted froin the AACS bus and routed to both the SRU aud KU
sitnultancously. The 112U uses simulated spacecraft attitude to generate the expec ted pixel readout, which it
DMA’s to the 1liU-board via the VSB.To mect real- tirlle., the simulation and DMA must be perforined in

approximately the commanded integration time, so that as the SRU begins its CCD readout the simnulated
pixelscanbe fed to it via the test port.

8.2 1KU RequirementsAny simulation is a balauce between fidelity and speed. The capability to support
real-time sitnulations in the I'V'L enviromment is a prime requirement of the 1EKU which drove many design
tradeofls, detailed later. While FSDS and Unit Test versions of thellU do not have real-til[lc requirements, the
overhead of supporting separate versions which exploitl this fact for increased fidelity is excessive. Instead, the
11U is built from a commonsource tree to support ai 4 testbeds.

The Cassini 1’1’1, simulation computers were chosenin 1991, whenthe i860”SkyBolt” represented the top end of
the VMU single-board computer performance spectrum. Thei860 is a vector (array) processor, anddespite the
usage of a vector compiler, substantial ”hand- vectorization” of critical 1 FUcotnputationloops is necessary to

achicve suflicient speed. At the start of the [1 U development effort (1993), another key constraint was that the
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Observatory (1'MO) facility.




IEU Support for Hardware-in-the-Loop Testing
Integration Test Lab (/TL) and Assembly-Test-Launch-Ops (ATL O)

AACS Bus

The AACSBus is a 1553 based
bus which handles most of the

traffic betwean the AF ¢ and

AACS devices

— ‘[———M he fight computer is executing —

tACS Flight Computer (AFC)

tidual flight software in real.
lime, with all VO busses active.

glmulaﬂon Control

dynamics/kinematics,, Simkiiion time,
estmonitoring; for commands;
—

A4

O e

ensors/actuators
nd associated rea-

P

e
s
Reflective Memory Bus
This is a high- speed link
synchronizing reflective memory S
cards in separate VME chasses. _ —Tem

Image Emulation
Unit {(IEV)

Cassini Stellar
Reference Unit
(SRL)

WIW e z

All real-time software models, ==
includingthe IEU, execute on
array processors housedin VME
chasses. Spacecraft attitude/
rates, AFC commands, and
simulation operator commands
are passed between the real-tim,
models using shared memory
through this link.

ixel Bus

he Pixel Bus is a dedicated 50K pixels/s
erial connection fo pass pixel read-out
rom the SRU to the AFC

The SRU has a test port which can inject a digital signal

/ immediately downstrearn of the CCD's A/D converter. This is

/

‘r the sensor path to the

Image Emulation Unit (IEU)

‘ustom IEU Interface

outputt
static RAM frame registes {
bulffier (1024 x 1024
X 16bits}) address }‘

reflective SkyBolt 8
memory computer i860 array |
card (68030) processor §

VME Bus

VSB Bus

I"igure 6: With cooperative design in the SRU, the IEU is
the AACS Subsystem integration Test Lab (1'1'1,) and su

to circuinvent the unavailability of a sky view.

used withthe IEU for real-time, hardware in the loop testing.
When the lest porl connector is removed, the signal path from

rest of the SRU is restored.

StelltarfFreéteamee Unit (SRU)

imutated

D
CCOo
readout
timing

[signals

N

IE U So ftware runs here, AACS Bus

transfering simulated
imago in propor readout
format to custom IEU
interface via VSB bus

Pixel Bus

used for real-tinc, hardware in the loop testing in both
bsequent spacecraft Assemnbly-Test- Launch Operations
(AT1L0O). The design permits closed-loop simulations of the entire A ACS flight software with no need for patching



SkyBolt relied on the use of fast static RAM’s, forcing a memory limit of 8 Megabytes. It is interesting to note
that, as of 1995, the HyperSparc based Sun workst at lous outperforin even the vectorized 1860 code by over a
factor of 2.

No specific accuracy requiretnents were levied on the 1EU itself. Instead, the general requirement is that it be
suflicient to verify that St arlDmeets its well defined accuracy requirements. Verification of the IFU’s accuracy

against real-sky tests of the SRUn gineering Model is discussed in Section 8.5.

Similarly, 110 specific requirements on the fidelity of the 1FU were levied, with tile general principle of
“suflicicllcy-t o-verify-St,arll)” applying. As it turns out, this results intheIlNU being a fairly comprehensive
model. SRU attributes modeled to meet this principle divide into three general categories: those to test nominal
Star]]) perforinance, those to test Star]]) robustness to SRU effects, and those Lo catch fli ght software coding

bugs This is the comprehensive list model elements:

« To test Starll) nominal perforinance: full-sky star catalog, pointspreadfunctionnodel, star-streaking; due
to SRUmotion, noise model, optical distortion - a functions of position, star and optics temperature,
windowed readout of CCD,summationmodes.

« Yo test, StarlD) robustness: star streaking ducto readout andlack of shutter, pixel blooming, A/D
converler saturation, variable stars, protonhits, “hot” (high dark current) pixels, “dead” pixels, extended
bodies inthe field of view

¢ ‘1’0 catchF'SW bugs using simple models: MP P mode, anti-blooming mode, vertical register gate positive
voltage cout rol, firmware state machine, interface behavior

Finally, an over-riddiag designrequiretnient is for the 115 Uto contain useful features to aid inalgorithin
developient and software debugging. Much attention has been placed on this requirement, as will be detailed
inSection 8.4 helow.

8.3 1 deseription of IEU Model Elements

Iall-Sky Star catalog The star catalog for the 1lU contains up to 35000 entries, reachin g into 8th
magnitude. The depth is selected to adequately exercise Starl 1)’s ability to discriminate tracked stars from
ncarby neighbors.

The catalog is optinized for siinulation needs. Kach entry consists of:

e The unit vector to the star in Farth Centered Fquatorial coordinates, consistent with the flight software
and simulation epochs. The full vector is stored to itnprove search specd.

e Theinstrument magunitude of the star, imunits of photoelectrons per second (pe™ /s ) to permit sitnulation
of the SRU’s variable gain.Calculation of the instrument magnitude (Mi) froin catalog visual magnitudes
(Mv) uses a global fit to photometric data obtained using the SRU Fngincering Model at JP1.’s Table
Mountain Observatory, and is perforined at catalog generation time Lo maximize shinulationspeed. The
model is formulated as a function of cal alog B-V values; flux for a 0th M1 star is established to be
1.884%x106 pe /s




A blanket scaling factor canbeapplicd to cach star's magnitude at catalog-load time. In addition, cach
star’s magnit ude can be indiv idually adjusted at run time. These support testing of Star 11V’s robustuess to
catalog errors.

« The star color, to permit chromatic distortion sitnulation. The units most convenient for this purpose is
Kelvins, and the conversion from catalog B-V values to K is perforined at catalog gencration time using a
o .7
function interpolated from data in.*

« Anindextoa well known catalog, and various flags to provide simulation speed-up hints (for example,
din-casing spot fidelity for stars beyondthe flight catalog depthbecausethey arc not expected to be
tracked).

The catalog is formatted to optimize bothspeed and storage. The sky is divided into bands by RA and DEC
(adjustable, currently 18° by 18° ), with 2 polar caps of adjustable cone width (currently 15° each). The actual
star catalog is stored sorted globally by DEC, then within each 1) 1C band range by RA. The centers of each sky
patch are stored along with pointers to the ranges to stars inthe patch. The catalog sorting guarantees that
stars within the patches can be represented by a small numnber of pointers to contiguous ranges in the full
catalog. The retricval algorithin then uses two dot-prroduct searches, one for the relevant patch centers, the
other for stars within the patches which fal inthe field of view. Thissiinple algorithin actually outperforins
more complicated indexing schemes, as dot-product search code vectorizes well on the1860. The mean time to
ret rieve st ars o11 the 40MHz SkyBolt is < bms, 30 < lmns.

The catalog is packaged as a single binary file with al index and relocation data built in. This greatly reduces
simulation start-up time at the expense of some possible cross- platforin incompatibility. None arc identified

between 1860’s and Spare’s; they have the same data representation and align ment.

SRU Ioint Spread Function A core function of the IlXU is to produce a pixellated point source
simulation which results in realistic. Starl I) centroiding performance. The IlXU’s point sp read function ¢ *S17)
models are pre-comp uted and stored as tables or distributions evaluated at pi xel grid points and spanning 8x8
pixels. Twoideal PSIVs @ 2x2 pixel uniformand a 0.5 pixel ¢ Gaussian) are available along with a medium

fidelity model generated from the SRU optical prescription. Theideal PSE’s are useful for debugging Star]]).

The J]'], developed Controlled Optics Modeliug Package (C OM}’)?’? is used todevelop aset of monochromatic
source ray-trace nmnages from0 to 7.5° incidence anglein] .5° steps and 500ni to 900nmn source wavelengths in
50mn steps, some of which are showninfigure 77, Oflicine Galileo provided the optical design, prescriptions,
and spot diagrams to generate the COMP mnodel. The images are pixellated at 1/48 SRU pixel sire. Note that
radial symmetry is assumed in this anal ysis, and the products arc rotated as needed (figure 77).

The monochromatic response images arc weighted using the SRU sp ectral resp onse and a blackbody
approximation for star spectra to gencrate comn posite response itnages. Analysis using these iimages has show n
that sub-pixel centroid accuracy varies little with respect to star temperature effects on the PSI (the full range
of star teinperatures from 2500K to 40000K was considered). The conclusion is that the 1'S1'”s gencrated for
117U usc need consider only one representative star temperature, currently set at 6000K. Note this is a separate

eflect from star centroid shifting due to chromatic distortion, which is significant and is modeled separately (see
page 17).

The detector plane is divided into 128x128 pixel regions, aud the composite responses arc rotated as appropriate




to the regions’ centers. The nearest two radial incidence angle iinages are interpolat ed to form the images ferr
that region. Fach image is re-centered according to its cent roid to compensate for roundofl in the rotation and
interpolation. Finally each image is normalized to unit magnitude and numerically integ rated to produce proper
distributions, discretized to 0.1pixel spacing. Thisprocess is illustrated infigure ?2. The end product is a 2
dimensional table of PSF distributions as functions of row and column. These are packaged along with the two
ideal PSI’s into one binary file.

The choice of using anideal or modeled PSF is selected via user comnmand at run-time. An additional fidelity
level is defined- stars which fall in a commmanded readout window (the only ones which StarlD cares about)are
calculated over a 6x6 pixel region, which oth ers get a 2x2 pixel spot (1 0 ostly for purpose of display- see

Section §.4).

At run-time, star center positions onthe detector plane are generated from the optical distortion mnoedel (see
below). The PSE distributions at each pixel corner of the surrounding 2x2 or 6x6 pixel region is evaluated from
the stored tables using nearest approximation or bilinear interpolation respectively, permitting calculation of the
total energy received at each pixel using 4 sumns. The pixel values are evaluated in readout data-number units
(dn), which scale from the star’s instrument magnitude through the commanded SRU gain. Recall that the
star’s instrument magnitude is stored in the simulation catalog, andthat the PSF itself is uuit magnitude.

Star Streaking due to SRU Motion Spacecraft motionclearly has an effect onthe starimage and the
resulting Starll) centroid accuracy. Since star trackinginvolves snort (almost always < 1s) exposure tines, and
since the TBU must inect real-tillle requireinents, the spacecraft rate is assuined to be constant for each exposure.

The computation of the motion streak hasthe greatest speedimpact of al algorithins inthe 15U, Therefore, a
sitnple Fuler integration model is used in whichthie streak is divided into individual still sub-exposures and
sumimed. This direct algorithin has 2 mnajor advantages: it is easy to vectorize for speed on the 1860, and it
pernits casy tradeofl between fidelity and speed 011 a single parameter- the number of sub-exposures per pixel of
star motion.

Stars are categorized as onc of four fidelity levels at runtime to maximize siinulation speed. No motion streaks
are computed for a star outside of commanded readout window. A still 2x2 pixelspot is generated at the
mid-exposure position instead, mostly for display. No inotion streaks are computed for stars which are in
rcadout windows but dimnmer than 6.5 Mi, as they are not expected to be tracked. The fidelity levels for the
remaining stars depend on the rate- exposure product, which determine whether a floating point accurnulator is
used. To conserve memnory, pixcls values are stored as unsigned 16-bit integers. While this gives suflicient
dynamicrange, it, results in truncation errors inthesummination of the sub-exposures. When the rate- exposure
product is below 36 pixels at the star’s location on the detector plane, the streak is constructed in afloating
point accumulato r, then transfered to the frame bufler, resulting in greater accuracy, 36 pixels subtend the
streak produced by a 2s exposure at 0.25°/sof transverse motion (rate component about the boresight
transforin to slower pixel rates given the limited field of view), easily enough to cover therange of applicable
Starll) accuracy requircinents. Stars in the highest fidelity level use 3.0 sub-exposurces per pixel; the others use
1.5 ornone.

SRU Noise Models Proper modeling of noise is crucial to extract ing the correct performance from Starll)
intesting. Three sources are considered: readout noise, dark current, and photon shot uoisc. The basic inodel




for the noise at each pixel is the following:

N = N(0,Kp) 4 P(KTu) + P(Ns) (3)

where N is the noise value in dn, Aisthe norial distribution, 7 is the I oisson distribution, 7' is the exposure
time [see], A isthe SRU gain [ dn/pe™ |, pis the dark currentrate [ pe” /s ], p is the readout noise o [ pe™ ],
and s is the mean pixel signal [ pe’].

However, running randomn noise generators of the appropriate distributions on-line to calculate equation 3 while

meeting real-tiroc requirements is impossible. Iustead, the following concessions are made:

e Noise is computedonly for pixelsinreadout windows.

e T'he Poisson processes- shot noise and dark current- arc approximated as Gaussian with ap propriate mean
and variance. Dark current variance is modeled to vary linearly with integrationtime,and photon noise
variance lincar with respect to star signal. Note the latter assumes a properly designed (" photon limited”)

signal processing chain in the SRU. Readout uoise is modeled as zero mean Gaussian.

« Theusc of Gaussian distributions permit the pre-computation of large ‘(base” vectors at simnulation
startup, leaving only biasing and scaling to bedoncin real-tirllc. These operations vectorize well on the
1860. Three Gaussian base vectors, each 32768 clements long, are pre-computed and stored: two for
readout noisc with variance consistent with the SRU’s two gain sct tings, and one of ( mean and unit
variance. Sincethe maximumnumber of pixels read out per frame is only 1024, selecting a uniformly
distributed randoin starting index every frame for extract ing noise vectors gives a reasonable

approximation of uncorrelated noise from frame to frame.

« For large readout windows, the readout timne can be long with respect to the integration time. Therefore
the last pixels can accurmnulate significantly more dark current thanthe first. This dark current gradient is

iguored. The impact is minimal, as high accuracy track situations an involve sinall windows.

Optical 1))istortion Model The SRU optical distortion correctionmodel is developed by Oflicine Galileo.
It is formulated as two 9%* order polynornials,and take into account positioninthefield of view as well as star

and optics barrel temperature:

tan{a) = pa1 A proz b pray -t peazr 111,5(7"“)) - ];,,.533(7'2)1‘5 4 1:,72:(7'2)2 -} ]:,.8332 4 proxy )
tan(B) = py1 - py2y A pysz A pyayr 4 pys(r?) A pyey(r?) P A prry(r?) A pysy’ -l pyery (5)

where tan(a) and tan(f) are defined to be the ratios v, /v, vy /v, of the measurement star vectors in the SRU
reference frame respectively, aandy are positions fromn boresight location o112 CCD (units depend on units of
cocflicients- 11U uses pixels), 72z 22 4 y2, and the pro, Py2 terms contain the temperature dependence
according to:

» : (6)
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where 7, is the star ternperature in Kelvins, and 7, is the optics barrel temperature measurement in° Celsius.
Note equations 6 and 7 capture the effects of chromatic distortion and optical barrel thermal effects by

st ret. ching the effective focal length.

Note these equations arc formulated for use in Starl D, to correct {tan{a), tan()) given the centroid positions.
ThellhUneeds the inverse of this: giventhe true tangents as computed from the attitude and catalog, predict

the star centroids on the detector plane. Rather than solve for (xy) in the full nonlincar equations analytically,
a fast iterative method is used. Fquations 4 and 5 arc rewritten as:

z=[Alz b (8)

where:

) we [z] o (3] v won

Py3 Py2 Y

Recalling this is the siinulation, where the ‘(truth’) position of the star is available, equation 8 is iterated using
the true tangents for z:

zigr = ANz hy)

]"k-}l = ]ﬂ(iﬁk-ﬂ)

where 7 is the evaluation of the higher-order- terins in equations 4 and 5. The iteration starts using (O, O) for
(2.y) and continues until a per-step RSS tangent delta of < 1. 0x1 07 % radians or a maximum iteration count of
10 loops isreached. It is found that the error threshold is reachedin a most 5 iterations a the field of view
edges, andthat the algorithm does not converge to local mintma. T't e execution tine is also minimal: less than
0.2 s to converge on the SkyBolt.

The distortion inodel is turned off simply by skip ping the iterations, a useful capability in debugging. The
modelas delivered by OG and its inversion in the I1U have beenroughly verified against observatory test data
gathered with the SRU Engineering Model- sec Scetion 8.5.

Windowed Readout, Summation Modces Toincrease signal to noise ratio (at the expense of accuracy)
for high rate or dim star situations, the SRU can be commanded to perform analog surnination in both line and
colurnn directions before A/1) conversion. In addition, readout of up to 5 windows of arbitrary geomnetry and
overlap can be spec ified, with the restriction that window boundaries must be consistent with the summation
modes or on 4-pixel boundaries, whichever is more restrictive. The potential overlaps can result insubstantial

geometric complexity which Starll) must properly handle to extract centroids from the readout memory image.
The 11U independently models these SRU features to perinit full regression testing of Starll).




Star s trceaking due to Readout The SRU has no shutter, and the entire CCI is exposed to maximize

accuracy. Therefore, stars are exposed during readout, resultingin streaks. In addition, windowing thereadout
can result in “disconnected” streaks “below” cach window. T'his effect is caused by the large disparity between
the readout time for a pixel requiring A /D) conversion (20 ps/piazel) and one which does 110t (0.6 ps/piael). As
animage is shifted ofl the CCD, pixels arc subject to uneven exposure to star light depend on whether pixels

“hefore” are subject to A/l), resulting indisconnected streaks. This is shown infigure 7?7 which is 4 contrived
example inthat the readout, windows shiown ghould never he requested by St arlD), but does ~r-lake the geometry

of the effect clear.

StarlD) is designed to reject both connected and disconnected streaks inits spot finding functions. To verify the
design, the IlEUmodels both effects. The geometry of the model is complicated in detail but conceptually
straightforward. 'I'wo simplifications are assumed: lines with no pixels requiring A /1) conversion arc shifted
instantancously (it. no exposure), arid the streaks are fixed width (4 pixels across) using al-dimensional
Gaussian point spread function (6 = 1 pixel). Spacecraft rates during readout can result in slanted streaks-
these arc taken into account as WC]]. The spacecraft rate is assumed to be constant during the readout. This
becomnes unrealistic for large readout windows approaching the full CCD (20s readout), but is fine for windows
typical of StarlD) operation,and results insignificant algorithm simplification.

The geometric fidelity of thismodel was verified by inspectionagainst real-sky images collected using
breadboard and Fngineering Model versions of the SRU.

Pixcl Blooming, Anti-Blooming Mode CCD pixels which receive more exposure than full well can
bloom. This saturation] at the top of the device’s dynamic range cansignificantly aflect Starll) centroid
accuracy, and thusmust be modeledinthe 115U, The model algorithin is simple enough to run fast, while
achicving a realistic centroid degradation, which is its purpose:

« The assumnption is made that overflowing charge affects pixels along the readout direction only (* (rows”),
reducing the model to one dimension. This is consistent with the SRU CCI)’s sub-pixel structure.

« ThePSFimodel builds a list of all over-cxj,oscci pixels as it generates spots. The full well value is a
paramecter established through SRU testing. The “extra charge is stored ternporarily in each simulated
over-exposed pixel.

« The bloom model is run iinmediately after the PSI model, but before the addition of noise. This
sit nplifies the process of finding spot boundaries.

+ Foreach pixelin the over-exposure list, the spot boundaries along the readout direction arc determined,
and al-D centroid is performed. The charge above the full well limit is summed for all the pixels between
the boundaries, and each pixel is removed from the over-cx~,osurc list to eliminate redundaut processing.
This sumn represents the total “exira charge” to be distributed.

« The “extra charge” is divided in half aud spread eveuly up and down from the centroid pixel. Fach pixel’s
value is increased up to fun wen untilthe excra charge is depleted. This resultsin the characteristie

blooined-spot appearance.

Note this model conserves the total charge resulting from the exposure, which approximates physical
reality. The results arc fairly realistic- see figure ??




‘[ he SRU has an anti-bloomiug mode. The eflectivencss of this design is established through testing.” The
115U’ intent in modeling this is only to catch flight software bugs, using as siinple an algorithin as possible.
over-cxl~osed pixels arc replaced by pixels at full well, essentially modeling perfect anti-blooming,.

A /1 Conversion, Gain The SRU has 2 gainlevels: 3(3 pe™ /dnin low gain, and 10 pe™ /dnin high gain.
The CCIY’s full ) level is approximately 100000 pe™, and the A/D converter is 12 bit (0-4095 dn). Therefore,
at high gain, A/1) saturation is reached before full well. In addition, the DC offset on the A/1) conversion is
selectable, discretized to 8-bits. The offset is analog; therefore, the mapping todn’s is a function of both gain
and surnination mode settings, Theseeffce ts arc properly accounted for in the IEU.

Variable Stars  Tailureto account for variable stars have caused troubles with star identification algorithms
in previous missions. While the Cassini StarlD) approach depends only peripherally on magnitude information
and is therefore less immune to this effect, the hmmunity still i eeds w© be verifi ed. Since the brightness is
essentially constant for tilllc-sc.ales which matter for identification, the It} U siinply permits individual stars
magnitudes to be varied via simulation console control. This avoids the necdless comnplication of tying these test
scenarios to any celestial reference time.

Radiation Effccts Three radiation effects which can significantly affect Star] 1D accuracy aremnodeled
straightforwardly in the IEU. Protonimpacts arc modeled as transient flashes of constant brightness (3000 dn).
Over the course of thelongmission, pixels may develop excessive dark current rate ( “hot”) or become
insensitive to light (’(dead”). Dead pixels arc modeled using a constant dn. For simplicity, not pixels are
modeled as having a user specified flux rate, effectively increasing the mean of the dark current, noise model for
that pixel while leaving the variance unchanged. The user can construct files specifying hot anddead pixels,
and update them through the siimulation console. Inaddition, the user can specify either randomn or
deterministic moving patterns of proton hits, The emphasis is onrepeatability, to aid testing.

Fxtended Bodies Since Cassini will be operating inthe vicinity of Saturnand its 1mioons, the possibility of
star occultation exists. Inaddition, anextended body canconfuse Star] I)’s spot finding functions. ‘1’0 support
real-tillie operation,the IF Uincorporates an extended body model which captures only the gross eflects
important to StarID. A body consists of a sphere with 2 constant regions of brighitness separated by a
terminator. Up to 16 bodies inay be modeled simnultancously, including the Sun as the sole illuinination source.
The bodies' positions ac specified externally aud may be arbitrary or conusistent with J }'1, generated ephermneris
data files for various mission phases. Figure 77 shows an arbitrary arrangement of 2 extended bodies in front of

the Orion constellation.

The simulation does not render the extended bodies through the same high fidelity optics model used for point
sources. Inaddition, spacecraft motion sinearing of the extended bodies is ignored. A simple algorithin is used
to capture the gross eflfects of readout sinearing- essentially blanketing the pixels below the body. These

¢ on cessions perinit meeting real-time requirements.

Other SRU Modes The SRU has a command-able Multi-Pinned }'base (MPP)inode, which is a technique
tosuppress dark current. ? The SRU iinplementation affects the full well level only miuimally. Therefore, the



15U moaodel for MPP is sinply to select a diflerent dark current rate.

The positive voltage used to effect pixel shifting for readout is adjustable, to compensate for antic ipated eflects
of long tenin radiation exposure.? Theeffect of incorrectly setting this control is to greatly decrcase the full well
level. Since the purpose of modeling this effect is to cateh flight software bugs, the IEU siimply reduces the full

well level in the blooming model by 80% when the commanded value diflers by more than 5 dn’s from the

correct one,resulting in an obvious effect. A warning is printed as ).

SRU St ate Machine Pigure 72 sh ows the SRU mode transition diagram. In normal operation, Starl I) uses
only STANDIYY and INTEG RATION & RE AD OUT modes. CLIEAR is an initialization mode which exits

auit onomously, and FL USH/TE ST modes are convenient for lab Lest.ing.?'? ThellsU models the full state
machine in order totrap flight software bugs(comnmandinginto TEST mode, for example). However, SRU
outputs for the I, USH and TEST modes are not modeled.

Interface Behavior  Cassind carries 2 SRU’s and 2 flight computers for redundancy. Fach SRU has 2 data
mterfaces to each ili.gilt computer:the AACS Bus, a modified 1553 bus which provides cormmand packets, and
the Pixel Bus, a custom serial interface providing the readout.” Both interfaces are cross-strapped. AACS bus
packets provide values for 33 8-bit registers which form the coomnand and status interface for the SRU. To test
the validity of {light software, thellU software folly decodes the AACSbus packets and maintains aninternally
consistent set of SRU register values. Cross-strap ping behavior of the interfaces, significaut only in the 1T test
environment (figure 2), is simulated to alimited extent. Dictated by the larger 1'T'l, architecture andthe desire
to minimize cost, a single copy of the IlU software running onone SkyBolt simulates both SRU’s, taking;
advantage of the fact that they arc not used siinultanecusly. T'wo custom 11U interface cards receive simulated
pixels from the one SkyBolt, distinguished by different VSB addresses and providing the cross strap to the rest
of thesystern. AACS bus packets for both SRU’s arc intercepted and sent to the 1MU.

8.4 IKU Features Useful for StarlD) DebuggingAs the IBU is the primary testbed for the development
and verification of Star]]), its usability as a debugging tool is as important as its fidelity as a model. The
features described in this section have proven useful inthe course of the Cassini project, and should apply to
simnilar future efforts.

Scene 1isplays- Modified SAO Image By far the most useful1l7 U feature is the incorporation of a scene
display in all its incarnations. The display is implemented such that real-time operation is largely
uncompromised where needed, in every version, the option to display to a modified version of SAOhnage exists,
InthelTl, version, the operator may choose do display to a VME memory mapped display card or to
SAOhmage.

SAOlinage was selected as thedisplay tool for several reasons: it's freely available with source code, in wide use
inthe astronomical cominunity, has a reasonably good uscrinterface to its feature set (zoon, pan, color-map
manipulation, ete.), and is by our ad-hoc testing one of the fastest pseudo-color display prograins freely
available for the Unix/X environment.

The various 1/() options for the basic SAOImage (we used version 1.0712)- file, TCP/1P socket, TRAYF Imtool-




were found to be too slow for our specific purpose. Therefore, SAOI nagewas modified to use a Unix signal and
shared memory interface with the 11U, After generating the sc ene, the 11 Usends a signal (Unix SIG USR1) to
the modified SAOlmage, which copies and displays the scene, inade accessible via shared ineinory. In the Solaris
2.5 version of thellU, memory locking is utilizedto prevent the snared tnetnory seginents from being swapped.
Thell U/display handshake is such that the display never holds up the ['U. An additional feature found
indispensable inthe Star 11) unit development phase is the drawing of readout, winidows borders and crosses on
the display representing a star’s true position, Starll)’s measured centroid, and the predicted position of the
centroid using Attitude Estimnator data. Many bugs and design flaws were foundby observing the patterns
which these quant ities made, with close-up observations beiug possible using SAOimage’s zoom feature. T 1e
window borders are included in the shared memory interface, while cross coordinates are passed to the display
fromthe individual sources via datagram sockets (which arcavailable for the C/Unix unit test versions of flight

algorithins). Loose synchromzation in time was found to be suflicient.
Figure 77 shows a samnple of the Il USAOQOhnage display

Inthe I'TL environment, where the 1l U runs on the SkyBolt single board computer, the scene display iuterface
is more complicated. The Sky Bolt has no on-card network interfaces, relying ent irely on DMA transfers outhe
VME bus. lor a basic “quick and dirty” display, a DMA dump to a VMF video card is available via simulation
console command. ln addition, the 11U can also DMAits readout to a relay programrunningonthe host single
board computer which has an Ethernet interface. The relay passes the pixels to SAOImage running on a
workstation via a socket interface. Because of the comparatively slow Ithernet link, this display option is only
practical for small readout windows (small pixel count) characterizing star tracking situations. T'he user
interface advantages arc significant, however.

It isironic that the I'TL-SAOhnage display arrangeinent has found considerable use in actual SRU testing at
JP1.’s Table Mountain observatory, wherethe SRU is controlled by the satnetype of VME single board
computers, permitting live-sky displays of the prototype Starll) inaction wit L alimost no software modification.

The tive sky tests emulate the simulation well.

Simulation Control A key to successful debugging is the ability to turn of imperfections to gain
cornifidenceinthe test algorithinincrementally. Fivery effect inthe 110U - PSY, opt ical distortion, noise, readout
streaking, blooming- canbe adjusted to approach anideal tracker simulation. Fven the effect of pixellation can
be removed by removing Star] D) altogether from the loop aud passing truth measurements directly to the flight
software, disguised as animagereadout. Dubbed the “spoof mode,” this option proved useful for Attitude

Estimator debugging.

A user console with seripting ability for simulation control proved to be a necessity. The 1KU supports a simple
string based cornmanding scheme. Yor all Unix incarnations these were emledded into the TG 1./ Tk framework.

"T'he I'T'L supports its own console to pass inthe samne commands.

Dcebug Printouts The print statement is the inost primitive of debugging aids. However, in the liniting
environment of the real-ti[nc testbeds and the flight computer, printouts from the IE U provides invaluable
visibility into the fli.gilt software. The user canselect from the simnulation console printouts of all important
quantities available: StarlD) cornmands, simulated SRU register values, truth attitude and propagationdata, all

1/0O activity for hardware-in-the-loop debugging, model exccution time estimates, and catalog data on stars in



the field of view.

Integrated Parameter Files Management of 11U parameters to eflect testing scenarios is tedious and
prone to error. A facility to group all parametersinto asingle file which canbe given anintuitive name has
proven useful.

8.5 IEU Model VerticationThe majority of the IEU’s complexity is in external interfaces and models of
SRU functionality. These are verified by insp ectionand many small tests inthe course of software development,
and wit] not be discussed further.Instead, the focus inthis section is on end-to-end verifications of thelk U’s
accuracy, whichinvolve both stand-alone tests andtests runwith star 1), using datacollected with the SRU
Engineering Model. These tests provide the confidence necessary for the IMU’s to be used in integrated flight
soft waretesting,.

Polarity A basic butimportant verification is that of polarity. It was demonstrated that when Starll)’s
identificd attitude using a real-sky image is given as input to the JlU, the resulting siinulated image matches
the real-sky image. Iiraddition, the inages were verified by inspection of the sky to conforin to the SRU

mechanical interface specifications. This verifies the chain of transformations involved.

Spot and St yeak Centering  The many steps involved in generating a star’s linage are prone to
introduction of error, bothin the off-line PSF model generation and the on-line coniputations. Since the “true”
star centers arc knowr to the simulation, an siinple verification is to compute centroids from the shinulated image
and compare. Fig ure 77 shows a typical result, for a particular field of view with a wide range of star brightness.
To isolate error contributions, all effects (noise, readout streak, etc.) are turned off except for streaking duc to
spacecraft mo tion. The resulting accuracy should therefore exceed expected SRU performance, and they do.
The rate-exposure product (streak length) in figure ?? is approximately 10 pixels (0.1 <2 °/s for 1 scc.exposure,
zero component about boresight). It is observed that, giventhis artificial case of no background noise to
degrade thesignal to noise ratio, the fairly long 10 pixel streak improves centroid accuracy to tile 1/100th pixel
level, an expected result, which further indicates the streak-readcrirlg part of thellSU works properly.

I'S¥F Model Accuracy (fill mein!)

Diistortion Model Accuracy The accuracy of thedistortionmodel is verified at two levels: stand-alone
verification of the inversion algorithinimplementationdescribed onpage 17, and verification of the
OG-delivered cocflicients themselves in conjunction with Starln, using real-sfiy images collected with the SRU
Fungineering Model. The sta~ld-alone verification involves sitply comnparing truth’ star tangents (known to the
11'U) with results of independently applying equations 4 and 5 to the post-distortion-rnode! star centers.

Iigure 77 shows the resulting tangent diflerences are on tile order of themodel’sinversion tolerance (1 .0OX10 ¥
radians, or 1/25000 pixel), showing that the model implementation itself coutributes negligible error. The
real-sky verificationcomparesthe raw centroids acquired by Starl) with the TF U-predicted locations of those
spots, with the 1) U using as input the attitude estimate calculated by St arll). Figure 72 shows the results using
one frame acquired on 9/27/1995. The typically achieved accuracy from that observationrun is about 0.5 pixel.



This is the expected accuracy level for the conditions of the particular test: through air, no optical-barrel
termperature correction, and StarlD) using the reduced-accuracy (and faster) centroid algorithms present in the

Attitude Initialization mode.

Magnitudc A ccuracy Recall that the 115 U’s catalog stores instrument magnitude. Therefore, there are two
parts of “iagnitude accuracy” for the siimulation:

« Properly mapping the stars’ visual magnitude to instrument magnitude for the SRU.

« Properly generating a spot with the expected DN values.

Prelitninary analysis for the first part using lab and real-sky data has beenperfonned.? Plans cal for revisiting
‘1'able Mountain observatory to gather additional data using the SRU Engineering Modelto finalize this
analysis, which is needed for both {flight aud simmulation catalog generation. The second part is

situlation -specific, and is verified in cooperation with StarlD. StarlD) independently estimates the instrument
magnitude of a tracked star given gain, exposurctime, etc. It is observed that Star]] )'s magnitude estimates
consistenily match the 11 U’s catalog inputs, imnplying that the IINU’s intermediate chain of calculations arc
correct T'heless likely scenario that they are both independently and symmetrically wrong is ruled out by

nspection.

9 ACKNOWILEFEDGMENTS

The research described in this paper was carried out by the Jet Propulsion Laboratory, California Institute of
Techuology, under a contract with the National Acronautics and Space Administration.




~
2

| i .

Each image is shown on 8x8 pixel $quare; fine image grid is 1/48 x 1/48 pixel.

500 NM 750 nm 800 nm

Chief Ray Offset from Boresight [0.5 deg steps]

bod
o

Monochromatic Source Wavelength [50 nm Steps]

Figure 7. COM P-generated monochromatic responses as functions of wavelength and radial position on detector
plane. These form the basis for the 1EU’s PS¥ inodel.
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PFigure 8: Sample I'SF’s, created from weighted monochromatic responses and rotated/interpolated to represent
positions onthe detector plane.




Figure 9: Example showing 11°U’s model of star streaking due to spacecraft motion. The spacecraft rate vector is

purely along the SRU borsight (in this case 10/s for a 1 sec. exposure). For clarity, both readout stresking and
readout noisc models arc turned off.

Figure 10: Two examples of the 11U’s model of readout streaking, showing “connectecl’ and ‘[cl isconnected”
streaks. Streaking occurs because the CCD is exposed during framne readout (the SRU has no shutter). Dis-
connected streaks result from readout window geometry and the fact that pixels requiring A/1) conversion are
processed much slower than those which don't. T'he connectedstreak example also shows that spacecraft motion

is taken into account, in this case a 0.050/s transverse motion. Note the apparent “highlighting” of the readout
windows isaresult of noise being computed only for window contents.
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Figure 11: A comparison of the 1KU pixel blooming model with lab test data. Although this picture can only
show a gross rescmblence, the fidelity of the model at the pixellevel has been verified.

Extended Body Simulation

Since Cassini wli ba operating in tha vicinity
ol Satum and its moons, the possibility of
tracked stars being ecoulted by an extended
body exists. The IEU madel captures only the
Qross eflects important to star-tracking:

- A body" consists of a sphero with 2
conatant brighiness regions separated by a
terminator,

~The body MaAY elm passass & fing, modeled
a3 @ flal washer with constant brightness.

- Up to 18 bodies are kept Yrack of
Sinusttaneously.

The simulation does not:

- use the same full oplical model as stars do
- molion-smear the extended body

. futly simulate readcut smearing 01 the body,
& fast but crude model is used

- allow bodies to bloom

The IEU snapshot at Jeft shows an arbitrary
arangement of two bodies In front of the
Orion consleftation. Nde that the readout
streak due 1o the slar al the op of the frame
propedy overlaps the larger body.

Figure 12: IEU extended body simulation example.
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Figure 13: The SRU’s state transition diagram. Normal operationinvolves only STANDRBY and INTEGRATION
& READOUT modes. The state machine logic is implemented in the IBU, although the functionality of the
F1,USH and TEST modes are not.
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Figure 14: Sample screen-shot of the 1EU’s SAOImage display, showing Star]]) tracking near Polaris. All zoom and
pan features are available during asimulation,allowing detailed observation. Again the apparent “highlighting”
of the readout windows is a result of noise being computed only for window contents, while the window borders
are added specifically for the display.



centroid errors from simulation true star centers
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Iigure 15: Analysis to verify that no significant position hiss is introduced in the IEU’s PSF and motion-streak
models. The errors are with respect to ideal star centers which arc known to the simulation.

residual veciors: raw StailD caniroids vs. EU simulated spots
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Figure16: The leftmost figure shows verification of thellU distortion inverse-model’s accuracy.

The middle and

right figures show the magnitude and vector differences between the IKU’s predicted spot locations and Starll)’s
raw centroids. The estimated attitude is RA= 300.0765° , Iec=10.01480 , V'wist=:00.634°




